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Abstract

Although there is a sizeable body of literature on sentence comprehension and processing

both in healthy and disordered language users, the literature on sentence production remains

much more sparse. Linguistic and computational descriptions of expressive syntactic deficits

in aphasia are especially rare. In addition, the neuroimaging and (psycho)linguistic literatures

operate largely separately. In this paper, I will first lay out the theoretical lay of the land with

regard to psycholinguistic models of sentence production. I will then provide a brief narrative

overview and large-scale meta-analysis of the neuroimaging literature as it pertains to syntactic

computation, followed by an attempt to integrate the psycholinguistic models with the findings

from functional and clinical neuroimaging. Finally, I provide a brief overview of the literature

surrounding expressive syntactic deficits and propose a path forward to close some of the existing

gaps.

1 Introduction

The hierarchical complexity and recursion of human language (i.e., syntax) represent a uniquely

human ability. Because of this uniqueness to human cognition, decades of research in both language

and cognitive science have investigated the computational architecture and neural substrate of

the syntactic system. While syntax is critical both for generating and comprehending complex

sentences, it seems to be impossible to fully isolate syntax from other linguistic levels due to the

structure of the language system as a whole. In comprehension, the physical signal must first

pass through a perceptual system. The perceived signal must then be parsed into smaller chunks

which in turn form the elements of the reconstructed syntactic hierarchy for the sentence (Matchin

and Hickok, 2020). In production, the syntactic structure generated for a sentence must pass

through (at least) the phonological and motor systems before it can be observed. In addition, both
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comprehension & production are subject to available cognitive and working memory resources

(Miller and Chomsky, 1963; Miller, 1965; Hsu et al., 2017).

The language sciences as a whole have not yet converged on an agreed-upon definition of syntax.

In this paper, I will consider syntax to be the abstract hierarchical relationships between lexical

items in language based on their structural properties rather than their semantic or phonological

ones. I concede that although the very notion of a word or lexical item can be problematic and varies

between accounts(Haspelmath, 2017; Murphy, 2024b), it remains a useful shorthand for describing

atomic elements of language at a given level of representation.

2 Representational & computational basis of expressive syntax

In this paper, I will primarily focus on the expressive side of syntax: sentence production. A

variety of accounts exist which propose architectures for sentence production at the psycholinguistic

and/or neural level. In order to make my way through this landscape of theoretical accounts, I have

organized the first part of this paper following Marr’s (1982) levels of analysis. At times, I provide

somewhat uncharitable or exaggerated interpretations of certain of these theories as a means of

illustrating contrasts between different camps, however it is important to note that almost all of

these camps exist at varying levels of conviction—some take them to be the absolute truth and

a precise model of the system while others use them as loose frameworks to describe only certain

aspects of a complex system interacting with other cognitive processes.

Within these theories of sentence production, I will be honing in on the claims about the

syntactic/structural level of sentence production, leaving semantics/concept generation as well as

the phonetic and motor aspects of sentence production for others to address (Levelt, 1989; Pickering

and Garrod, 2013). Morphology and morphosyntax are handled differently by the various models,

so I will try to address that where applicable. Later on, I will provide a survey of the extant

literature regarding the neurobiology of syntactic processing. In the section following that, I will

make an attempt to walk through how each of these accounts explains the emergence of observed

expressive syntactic disorders like agrammatism and paragrammatism (Heeschen and Kolk, 1988;

Matchin et al., 2020). Admittedly, not all of these accounts make direct claims about one or both

of these conditions. I will then provide a brief comparison of these models to the available neural

data from functional imaging and aphasia, and close by highlighting some gaps and proposing a

tentative path forward to fill them. Figure 1 depicts a visual summary of the theoretical accounts

outlined in more detail in the rest of this paper at the representational, algorithmic, and hardware

levels.
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2.1 Computation

Marr’s first level is that of Computation: at this level, models must specify the goals of the com-

putation in mapping one kind of information to another (Marr, 1982). The extant models of the

neurobiology of syntax do not vary much at this level: they all accept unordered abstract linguistic

atoms (which we will take a closer look at in Representations below, as these vary between accounts)

and output a linear string consistent with the grammar of the language being used which can then

be executed as a motor plan. In general, models of sentence production start with a pre-structural

conceptualization (Levelt, 1989) or message (Bock and Levelt, 1994; Matchin and Hickok, 2020;

Krauska and Lau, 2023) level in which the speaker decides what they want to communicate to the

listener. For the purposes of this paper, we will assume that this message is an unstructured blob

of semantic information. There are models which make better-specified claims about this level (cf.

Ferreira et al., 2018), but at a linguistic level, this message-generation phase does not fall under

the purview of syntax (Pylkkänen, 2019, 2020).
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Figure 1: Visual summary of sentence production models organized according to Marr’s levels of computation. Each row represents
a family of accounts at the representational, algorithmic, and hardware levels. Within the algorithmic level, time unfolds in a
roughly left-to-right fashion (depending on amount of parallel computation in that account). Hardware implementation is shown
on the brain with ROIs colored the same colors as their corresponding
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2.2 Representation

The next level is Representation which addresses the format or data type of the input and out-

put objects. As mentioned above, the input for the models is an unstructured semantic message.

The nature of the stored elements of the lexicon (broadly construed) vary between models. The

term lexicon has various technical definitions, but I’m using it as a shorthand for stored linguistic

knowledge that contains information about word meanings (although the concept of a word is prob-

lematic in its own right (Haspelmath, 2017; Murphy, 2024b), but is again a convenient shorthand

here, rather than a technical term), phonological forms, and low-level structural information. The

output form is a phonological string which can be executed as a motor plan, but at this level,

too, there are claims about the nature of this string and the mapping between the abstract sounds

and motor plan that fall outside the scope of this paper (Dell et al., 2007; Tourville and Guenther,

2011). The accounts essentially differ along two dimensions: the size and nature of the stored units,

and the nature of the mechanisms used to combine them.

Pure lexicalist. Under the first account—which I’ve dubbed the pure lexicalist account—the

lexicon is composed of lemmas (Levelt, 1989; Levelt et al., 1999; Bock and Levelt, 1994; Kemmerer,

2019). Lemmas are 1:1:1 meaning–structure–sound mappings that either contain (Levelt, 1989) or

refer to (Levelt et al., 1999; Kemmerer, 2019) the semantic, syntactic, and phonological information

for a given word. The lexical entry for the word cat, for example, would contain references to

features of cat-ness, basic syntactic information such as the fact that cat is a count noun, and

references to the sounds /k-æ-t/, either at the phonological or syllabic level (Dell et al., 2008; Biran

and Friedmann, 2012). Lexical entries contain information about what kinds of arguments they

require and roles they assign (Bock and Levelt, 1994). Verbs, in particular, contain information

about their need for a subject, direct object, etc. On the other side of this, rules about grammatical

operations are stored in long-term procedural memory (Ullman et al., 1997). The representations

of these rules contain information about what kinds of atomic units they can accept and the nature

of the operations required to join the atoms.

Hierarchical–Linear. The next account—which I’ve dubbed the Hierarchical–Linear account—

has similar notions about the lexicon as the pure lexicalist account, however its proponents are less

adherent to the “pure” separation of lexical and syntactic information. Under this account, lemmas

are minimal syntactic structures—or treelets (Hagoort, 2016; Matchin and Hickok, 2020). These

treelets can either be associated with a specific wordform (e.g.: a minimal Noun Phrase with Cat

as its head, and a direct mapping to /k-æ-t/ and the semantic features of catness), or in a more

abstract form that is not associated with a specific word (e.g.: a Noun Phrase which accepts nouns

{Cat, Horse, Guinea Pig, etc.} as its head, but which contains the same syntactic information

over this class of nouns). These treelet lemmas also contain information about how they might
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combine with other treelets to form more complex structures (Hagoort, 2016; Matchin and Hickok,

2020).

Non-lexicalist. Under the non-lexicalist account of syntax, conceptual meanings/messages are

stored separately from basic elements of syntactic structure which are in turn stored separately

from sound representations (Krauska and Lau, 2023). Each of these levels (meaning, structure,

phonology) has its own atomic elements, and there is no 1:1:1 mapping of the elements between

levels. Atoms of meaning exist separate from their relationship to structural elements (i.e.: some

meaning could map onto multiple structural forms), and there might be multiple structural ele-

ments which could be used to construct the same message. Neither messages nor structures have

deterministic phonological form, which throws out the concept of the lexicon and lemma and blurs

the lines between morphology and syntax.

Constructionist. Under the next family of theories—Constructionist accounts—linguistic struc-

tures of all levels are stored as units (so-called constructions) with built-in rules for how they can

combine with other constructions to build out an utterance (Goldberg and Suttle, 2010). These

constructions resemble lemmas in some ways, however they eschew notions like parts of speech

or types of phrases. As such, there is no verb phrase, only an eat or a put construction which

tightly binds structure, meaning, and form. Furthermore, constructions can range in size/scope

from a single morpheme to a full sentence construction (Bhattasali et al., 2019; Fukumura and

Yang, 2024). There is no separate set of rules for arranging these constructions, but instead the

constructions contain the rules to organize themselves. Critically, constructionist accounts gen-

erally do not propose a separation between syntax and the lexicon (Goldberg and Suttle, 2010;

Deppermann, 2011).

Heuristic. The last account effectively forgoes hierarchical syntactic composition in favor of a

more heuristic or usage-based approach to sentence generation (Ibbotson, 2013). Under these

accounts, lexical items are stored as integrated semantic-phonological objects, with minimal to

no syntactic or structural information. These objects are stored with information about their

transitional probabilities or lexical statistics which determine their use in sentence production,

rather than a set of hierarchical syntactic rules per se (Behrens, 2009). One version of this is

“good-enough” production (e.g., Goldberg and Ferreira, 2022), where speakers will sometimes select

sub-optimal forms due to easier access to more frequent or otherwise more salient forms, rather

than strictly adhering to the selectional restrictions of the unfolding utterance.

2.2.1 Main points of contention

The main disagreements at this level are the nature of what is stored in memory and the rela-

tionships between semantic, syntactic, and phonological information. One option—supported by
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the pure lexicalist, heuristic, and constructionist camps—proposes that at least phonological and

semantic information are stored as a unit (or at least with a 1-to-1 mapping), with some ques-

tion about whether structural information is stored in that unit as well. On the other hand, the

Hierarchical–Linear and Non-Lexicalist camps propose that each of these levels is stored (at least

somewhat) distinctly from the others.

2.3 Algorithm

At the next level of analysis, models must describe the algorithm by which inputs are transformed

to outputs (Marr, 1982). In the context of sentence production, at this level, the theories must

describe how the relevant representational units are selected & retrieved from memory, as well as

specify the rules governing how those units are combined in hierarchical and/or linear structures.

Pure lexicalist. Under the pure lexicalist account, lemmas or lexical items are transformed into a

linear sequence through two sequential processes. The first process is lexical selection. In this phase,

the appropriate lemmas to convey the message are identified and retrieved from long-term memory

(Bock and Levelt, 1994; Kemmerer, 2019). Once they have been retrieved, they undergo the next

phase which is function/relational assignment, where the lexical items are assigned grammatical

roles and syntactic functions (Bock and Levelt, 1994). Following function assignment, items must

undergo two phases of positional processing: constituent assembly and inflection (Bock and Levelt,

1994; Levelt, 1989; Chang et al., 2006). In constituent assembly, as the syntactic properties of words

are consecutively retrieved, they trigger the construction of a surface structure—a sequentially,

hierarchically, and relationally organized configuration of syntactic categories (Kemmerer, 2019;

Dell and Chang, 2014). In inflection, this newly assembled surface structure is then mapped to

the relevant phonological forms by accessing and retrieving the necessary forms corresponding to

the lemmas from long-term memory, as well as the phonological forms corresponding to abstract

syntactic elements (Bock and Levelt, 1994; Levelt, 1999).

The mechanism for creating progressively larger syntactic structures depends on the nature

of lemmas or lexical items in the theory. Under some accounts, lemmas contain some rule-like

information, whereas in others, structure building happens via a binary joining function like Merge

(Zaccarella et al., 2017; Friederici, 2018) or Unify (Hagoort, 2016, 2017).

Hierarchical–Linear. The Hierarchical–Linear account has much in common with the lexicalist

account in terms of overall architecture. Under the Hierarchical–Linear account, treelet lemmas (or

syntactic frames) corresponding to the intended message are retrieved from memory and iteratively

assembled into an unordered hierarchical structure (Hagoort, 2017; Matchin and Hickok, 2020).

This structured hierarchy is then passed to a linearization module which assigns phonological forms

to structural elements (e.g.: tense agreement), and retrieves the phonological forms for the employed
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treelets from memory. This module then creates a linear sequence of phonological elements which

incorporates the structure of the hierarchy with functional morphosyntax (Matchin and Hickok,

2020).

Non-lexicalist. The central point of the non-lexicalist account is that there is no distinction be-

tween structural and lexical processes. Under this account, the alogorithm for sentence production

is posited in distinct but interacting silos of processing: representation and linearization (Krauska

and Lau, 2023). On the representation side, the abstract message is mapped onto the most appro-

priate syntactic structures. These structures are in turn mapped to phonological forms which are

passed to the linearization side to be integrated with pre- and post-syntactic prosodic planning.

Constructionist. Under the constructionist account, constructions—which can vary in size from

single morphemes to full sentence structures—are retrieved from memory and assembled accord-

ing to their self-contained rules. Constructions are selected on the basis of accessibility which

is positively influenced by relevance, appropriateness, frequency, and priming and is negatively

influenced by noise, interference, competition, and time pressure (Goldberg and Ferreira, 2022).

Accessed/retrieved constructions are unified to build up the structure of the sentence (Steels and

De Beule, 2006).

Heuristic. Under the heuristic approach, language is more oriented around semantic composition

rather than hierarchical syntax (Fedorenko et al., 2016; Mollica et al., 2020). Under this heuristic,

usage-based approach, sentences are assembled by minimizing the next-word surprisal in a sentence,

rather than forming a top-down hierarchical structure (Rajkumar et al., 2016; Gibson et al., 2019;

Hahn et al., 2022). Uniform information density—the concept that information is conveyed at

a roughly uniform rate during language production—provides a compelling explanation for the

observed data, proposing a rational speaker who manages information rate strategically in response

to a noisy communication channel (Frank and Jaeger, 2008). This account relies on the notion

of tokens—phonological forms with a fixed meaning—which are problematic to account for in

languages where wordhood is difficult to define (Krauska and Lau, 2023; Murphy, 2024b).

2.3.1 Main points of contention

Naturally the points of contention at this level relate to the differences in representation, but

also in the assumptions about on-line generation and underlying non-linear hierarchical structure.

Under the Pure Lexicalist, Hierarchical–Linear, and Non-Lexicalist accounts, underlying syntactic

structure is (or at least can be) built up into an abstract, non-linear, hierarchical tree. The Con-

structionist account has some elements of this, but with a blurrier division of labor between syntax,

semantics, and lexical statistics. The Heuristic account maintains that no hierarchical structure is
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built on-line, but rather the order that words appear in an utterance is reliant on learned lexical

statistics. A separate debate exists about whether these processes unfold in a serial or parallel

fashion over the time course of an utterance (Petersson and Hagoort, 2012; Brehm et al., 2022).

3 The brain basis of expressive syntax

Before getting into the proposals regarding Marr’s last level—Hardware implementation—corresponding

to each of these accounts, I will first provide a brief survey of the extant claims regarding the neu-

robiology of syntax (Yeaton, 2022). The existence of a large fronto-temporo-parietal language

network is at this point a scientific consensus (Geschwind, 1970; Nasios et al., 2019; Lipkin et al.,

2022). This neural language network is functionally specified (Skeide et al., 2016; Braga et al.,

2020; Hiersche et al., 2022), and functionally differentiated for its different sub-functions (at least

in some accounts; Friederici et al., 2003; Matchin et al., 2022a; Uddén et al., 2022). The question

then lies in which parts of this network are responsible for the generation of hierarchical syntactic

structures (if your theory allows for such a separation; Fedorenko et al., 2020; Shain et al., 2024).

Although there is evidence that this network interacts with the basal ganglia to carry out the

requisite computations (Barbas et al., 2013; Moreno et al., 2018; Murphy et al., 2022), I will focus

here on the cortical elements of this network which have been posited to play a role in expressive

syntax.

Although the notion that production and comprehension rely on the same neural architecture

is increasingly falling out of favor (Lukic et al., 2021; Giglio et al., 2022)1, an obvious drawback of

what I present here is that the majority of the empirical work that has been done to date on the

neural basis of syntax has been focused on comprehension rather than production (Walenski et al.,

2019; Yeaton, 2022).

Broadly speaking, the candidates for a cortical hub for hierarchical, compositional syntactic

processing and construction are the Inferior Frontal Gyrus (IFG), anterior temporal lobe (ATL),

posterior temporal lobe (PTL), the inferior parietal lobe, the white matter tracts connecting these

regions, or all of them together.

Inferior frontal lobe. The first (and most popular) area proposed to be the syntactic hub is

the Inferior Frontal Gyrus (IFG). The IFG (in whole or in part) includes Broca’s area (Broca,

1861a,b). Broca’s area is therefore often used as a stand-in for the IFG, despite Broca’s area

being a nebulous (Tremblay and Dick, 2016), functionally (Xiang et al., 2010; Rogalsky et al.,

2015; Fedorenko and Blank, 2020; Papitto et al., 2020) and architectonically (Anwander et al.,

2007; Amunts and Zilles, 2015; Zilles and Amunts, 2018) non-uniform region. The IFG and its

sub-components the Pars Triangularis (IFGtri) and Pars Opercularis (IFGop) have been implicated

1This position is not necessarily shared by the psycholinguistics literature (e.g., Momma and Phillips, 2018)
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in a wide variety of linguistic studies targeting complex syntactic structure (Rodd et al., 2015;

Uddén and Männel, 2018; Uddén et al., 2022), but which focus predominantly on comprehension

(Walenski et al., 2019; Giglio et al., 2022).

On the production side, patients with stroke-induced damage to the IFG present with tele-

graphic speech (Matchin et al., 2020, 2022a) or generally morphosyntactically reduced output (den

Ouden et al., 2019; Gleichgerrcht et al., 2021), and patients with PPA-related atrophy to the

same region show persistent syntactic errors in production (Wilson et al., 2010). In a stimulation

study, (Chang et al., 2018) found that stimulating sites in the IFG resulted in syntactic (but not

word-finding) deficits. Furthermore, the involvement of the IFG has been found to show distinct

grammatical responses during production in intracranial EEG (Sahin et al., 2009), and appears to

be recruited in the production of grammatical determiners (Ishkhanyan et al., 2020). An issue is

that there is inconsistent evidence as to whether the IFG supports production and perception or

just one or the other (Walenski et al., 2019). Furthermore, it had long been held that damage to

the IFG should cause Broca’s aphasia, a condition with severe productive syntax deficits, however

damage to the IFG alone is not sufficient to induce Broca’s aphasia (Turken and Dronkers, 2011;

Gajardo-Vidal et al., 2021; Andrews et al., 2023). This collection of results has led to proposals that

the white matter tracts connecting the IFG to the temporal lobe—rather than the IFG itself—are

necessary for hierarchical processing (Fridriksson et al., 2007; Mesulam et al., 2015; Fridriksson

et al., 2018). Other non-syntactic proposals for the role of the IFG in sentence production include

domain-general cognitive control (Assem et al., 2022), phonological short-term memory (Rogalsky

et al., 2008; Mandelli et al., 2016), and lexical selection (Novick et al., 2010; Conner et al., 2019).

Anterior temporal lobe. The next candidate region is the anterior temporal lobe (ATL). Al-

though the general consensus in the field at this point is that the ATL is responsible for conceptual-

semantic rather than syntactic composition (Pylkkänen and Brennan, 2020), it has been shown to

be active during sentence comprehension and other tasks requiring the composition of meaning

(Brennan and Pylkkänen, 2012; Blanco-Elorrieta et al., 2018; Sheng et al., 2019), and for this ac-

tivity to correlate with parsing steps in computational hierarchical grammars (Bhattasali et al.,

2019). Damage to the ATL, however, seems only to give rise to semantic difficulties rather than

syntactic ones (Mesulam et al., 2015; Wilson et al., 2014b; Rogalsky et al., 2018; Stark et al., 2019).

Posterior temporal lobe. The next regions of interest lie in the posterior temporal lobe—the

posterior superior and middle temporal gyri (pSTG & pMTG, respectively) and the posterior su-

perior temporal sulcus (pSTS). This is the site of Wernicke’s area (Wernicke, 1874), but much like

Broca’s, Wernicke’s area remains ill-defined (Tremblay and Dick, 2016). Activity in the poste-

rior temporal lobe has been shown to correlate with both sentence production & comprehension

(Walenski et al., 2019). Damage to the posterior temporal lobe has also been shown to correlate

with paragrammatic production (Yagata et al., 2017; Matchin et al., 2020; Yeaton et al., 2023a),
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and fluency disruptions (Wilson et al., 2010). The storage of the lexicon or lemma system has

also been posited in the posterior temporal lobe (Hickok and Poeppel, 2004, 2007) which is con-

sistent with observations from TMS (Krieger-Redwood and Jefferies, 2014) or aphasia (Dronkers

et al., 2004) that lesions to the pMTG impair lexical access. As such, there are proposals that the

pMTG serves as the interface between the lexicon and syntax (Bozic et al., 2015; Weber et al.,

2019; Caucheteux et al., 2021, at least if your theory supports such a distinction). In addition to

its linguistic functions, the posterior temporal lobe—especially the superior temporal sulcus—is

implicated in theory of mind, face processing, and audiovisual integration (Hein and Knight, 2008).

Inferior parietal lobe. Moving just posteriorly to the posterior temporal lobe, the next can-

didate is the inferior parietal lobe. It has been argued to support phrase (but not sentence)

composition (Williams et al., 2017), and support verb-argument processing (Malyutina and den

Ouden, 2017; Takashima et al., 2020), which might be semantic or syntactic depending on your

theory. Despite the questionable nature of the inferior parietal lobe’s involvement in expressive

syntax, there is little doubt that it plays a central role in semantic processing and memory (Binder

and Desai, 2011; Price et al., 2015; Schell et al., 2017).

White matter tracts. The last “region” of interest is the white matter connections between

posterior temporal and inferior frontal cortex, in particular the arcuate fasciculus (Petersson and

Hagoort, 2012; Friederici, 2018; Baboyan et al., 2021). Indeed, white matter damage to the dorsal

tracts connecting these two regions has been shown to correlate with expressive and receptive

syntactic deficits (Fridriksson et al., 2007; Gajardo-Vidal et al., 2021; Gleichgerrcht et al., 2021;

Matchin et al., 2022b; Wilson et al., 2011; Bonakdarpour et al., 2019; den Ouden et al., 2019), even

when controlling for neighboring gray matter damage.

3.1 Meta-analysis of the neuroimaging literature

To complement the cursory review above of the neural basis of syntax production, I carried out

a large-scale meta-analysis of the language neuroimaging literature. Although the pre-trained

NeuroSynth database available online (https://neurosynth.org/; Yarkoni et al., 2011) contains

some language-related keywords, its focus is on the human neuroimaging literature as a whole,

rather than just neuroimaging of language. As such, the search terms relevant to this work are

relatively few. In order to overcome this problem, I generated a new corpus of neuroimaging

literature centered around language, rather than the whole of cognition. In order to do so, I

queried PubMedCentral for all articles which report standardized neuroimaging coordinates, and

contained the terms language or linguistic. This resulted in a corpus of more than 2,000 articles

from the language neuroscience literature.

Because NeuroSynth generates statistical maps for terms according to relative document fre-
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Figure 2: NeuroSynth meta-analytic association map of regions associated with the search term
sentence production (left) and sentence repetition (right).

Figure 3: NeuroSynth meta-analytic association map of regions associated with the search term
syntactic (top left), morphosyntactic (top right), lexical syntactic (bottom left), and semantic
(bottom right).

quency, language-relevant keywords are much more frequent in this new corpus, allowing for more

interesting insights. The statistical maps generated by NeuroSynth show locations where activa-

tion is more consistently reported for studies that mention a given keyword than those that do not

(Yarkoni et al., 2011). Unfortunately, however, syntactic production was not a common enough

term in the literature to generate a statistical map. Even terms like sentence production and sen-

tence repetition generate somewhat noisy maps due to being relatively infrequent in the literature

(Fig. 2; Walenski et al., 2019; Yeaton et al., 2023b). Nonetheless, both of these terms show a

significant relationship with posterior temporal regions, as well as inferior pre- and post-central

somatosensory and motor cortex, and a smattering of other spots across both hemispheres. The

regions of somatosensory and motor cortex implicated by these terms are known to be involved in

speech sequencing (Hickok et al., 2014), as well as low-level sensorimotor transformations (Buchs-

baum et al., 2011), which makes sense given that the terms address sentence production—which

includes other elements of speech planning and production—rather than syntactic generation.

More robust maps are available for syntax (e.g., syntactic, morphosyntactic, lexical syntactic)

or syntax-adjacent (e.g., semantic) terms, which might provide some suggestions, but do not allow
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Figure 4: NeuroSynth meta-analytic association map of regions associated with the search term
lexical selection (top left), lexical retrieval (top right), verb phrase (bottom left) and verb naming
(bottom right).

to distinguish between expressive and receptive syntactic processes (Fig. 3). All of these terms

show a significant relationship with inferior and middle frontal regions, as well as with the pSTS

or pMTG (except morphosyntactic).

Even some lexical or verb-related terms might provide some insight due to the close relationship

between the lexicon and syntax highlighted by the models discussed in this paper. Indeed, terms

like lexical selection and both verb phrase and verb naming show a significant relationship with the

pSTS and/or pMTG. All of these terms, as well as lexical retrieval show a significant relationship

with the inferior frontal lobe, and the two lexical terms also show a relationship with the middle

frontal gyrus (Fig. 4, top).

Thus, despite the drawback of this meta-analytic approach (i.e., sentence and syntactic pro-

duction are not widely reported on in the literature), it provides additional evidence as to the

localization of the hardware implementation of the theoretical models discussed in this paper. It

does not, however, provide much insight into whether or not a dissociation can be made between

syntactic parsing and generation (Momma and Phillips, 2018; Giglio et al., 2022).

3.2 Hardware implementation

Marr’s hardware implementation level addresses how the representations and algorithms outlined

above could be realized physically (Marr, 1982). While there are some accounts of the neurobiology

of syntax which go all the way down to the single cell level (e.g.: Murphy, 2024a), I will focus on

the macro level, mapping elements of the high-level algorithms onto regions of cortex, rather than

diving deep into the cellular-level dynamics. That said, not all accounts outlined above propose

relationships between specific operations or representations and locations in the brain. I have

excluded the Constructionist camp from this and later sections because I was not able to find any
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work specifically addressing the localization of the neural basis of constructionist approaches to

sentence production, in aphasia or otherwise.

Pure lexicalist. The pure lexicalist account provides specific claims about the localization of

the various aspects of the algorithm in the brain. On the memory side, lemmas/lexical items are

primarily stored in the posterior temporal lobe (Takashima et al., 2020). Lexical selection from a

set of candidates is carried out by the inferior frontal cortex (Conner et al., 2019; Zyryanov et al.,

2020). The localization of constituent assembly and inflection have less consensus in this camp.

Some propose that all of the computations occur in the inferior frontal cortex (Zaccarella and

Friederici, 2015; Friederici, 2016, 2020). Others separate constituent assembly and inflection into

the posterior temporal lobe and inferior frontal lobe respectively (Wilson et al., 2014a), while still

others place all computation in the posterior temporal lobe, with inferior frontal cortex relegated

to a cognitive control or monitoring role (Novick et al., 2010; Assem et al., 2022).

Hierarchical–Linear. The hierarchical–linear account suggests a fairly straightforward distri-

bution of labor mapping the elements of their algorithmic model to patches of cortex (Matchin

and Hickok, 2020). The conceptual-semantic nodes are located in anterior middle temporal lobe,

and in the angular gyrus in the inferior parietal lobe, following the delineation between entity and

event representations put forth by Binder and Desai (2011). The conceptual-semantic elements are

combined into hierarchical structures in the posterior middle temporal gyrus (pMTG) and posterior

superior temporal sulcus (pSTS). The abstract hierarchical non-linear structures that are built in

the posterior temporal lobe are then passed to the inferior frontal lobe (namely the pars triangularis

of the inferior frontal gyrus) for the morpho-syntactic linearization processes. Murphy (2024a)’s

ROSE model proposes a similar cortical distribution of labor with conceptual Representations in

the inferior parietal lobe, lexical Operations in the pSTS, recursive hierarchical structures in the

pMTG, and linearized Encoding in the inferior frontal lobe.

Non-lexicalist. The main proposal for a non-lexicalist approach to sentence production remains

a bit noncommittal about localization in the brain (Krauska and Lau, 2023). They only assert

that “the circuit for [mapping message to syntactic structure] is localized to the posterior middle

temporal gyrus and superior temporal sulcus, consistent with Matchin and Hickok (2020) and

Matchin et al. (2020).” They do not put forth any other proposals regarding the localization of the

other elements of their algorithmic model.

Heuristic. The crux of the heuristic account is that no part of the broadly distributed language

network is selective to syntax in production or comprehension. The language network—functionally

and spatially distinct from domain-general networks like the multiple demand network (Quillen

et al., 2021; Shain et al., 2022)—comprises large swaths of fronto-temporo-parietal cortex (Lipkin
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et al., 2022), however within this network there is no hub which is uniquely dedicated to syntactic

operations (Fedorenko et al., 2020; Shain et al., 2024). Nonetheless, the main proponents of this

theory have also produced evidence that morpho-syntactic deficits are localized to the posterior

temporal lobe, in line with the other accounts outlined above (Lee et al., 2018, although they did

subsequently walk this claim back a bit (Fedorenko et al., 2018)).

3.2.1 Main points of contention

With regard to the hardware implementation of syntactic generation, there are two main areas

disagreement. The first is the distributed vs. localized debate. The question here is whether the

computational architecture for syntax can be localized to regions of cortex, or whether the system

operates on a distributed network of nodes across the language network. The other debate is on

the role of Broca’s area. On one side are the Broca loyalists—those who maintain that Broca’s area

is the seat of syntax, and of its Merge operation—and on the other side are those who have shifted

towards the temporal lobe (some anterior, some posterior) as the seat of syntactic computation.

4 Expressive syntactic deficits

It is not only possible, but likely, that multiple of the accounts above are correct in accounting

for different aspects of linguistic behavior—some may be more cognitively plausible, while others

provide more descriptive power or clarity of formalism. One useful way to distinguish these theories

is to examine them through the lens of aphasia. Can we lend credence to one or another of these

theories by looking at how the ability to generate well-formed sentences breaks down following

brain damage?

4.1 Types of expressive deficits

There are two main categories of expressive syntactic deficits: agrammatism and paragrammatism.

Agrammatism is characterized by “telegraphic” speech which systematically omits functional mor-

phemes (e.g.: boy kick ball) but maintains the more informative content words in a sentence (Rezaii

et al., 2022, 2023). Paragrammatism, on the other hand, is characterized by confused sentence mon-

sters—as Kleist (1914) called them—which contain morphosyntactic insertions, substitutions, and

transpositions rather than reductions (Heeschen and Kolk, 1988; Kolk and Heeschen, 1992; Matchin

et al., 2020; Fahey et al., 2023). Although some accounts propose that agrammatism and paragram-

matism are two different presentations/adaptations to the same underlying deficit (Heeschen, 1985;

Kolk and Heeschen, 1992), we will now look at how these two conditions might arise as distinct

syndromes under the models of sentence production introduced above.
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4.2 Monitoring & Control vs. Grammatical impairment

Pickering and Garrod (2013) propose a framework for sentence production where speech commands

are produced alongside forward models of the production. During speech, then, output is monitored

and compared to the forward model to ensure that it is consistent with expectations. This forward

modelling approach may help to catch errors before they occur, but may also be used to detect

and correct errors once committed. This same framework could apply to sentence production as

well—the sentence generation system produces a linear sequence to be sent as a speech plan, which

is then monitored and compared to the forward modelled sentence in order to detect errors that

may have arisen. Monitoring for errors probably does not do much good if there is no mechanism

to arrest and revise the production plan before it is produced (e.g.: Dell et al. (2008)’s “syntactic

traffic cop”). For this reason, cognitive control (or lack thereof) may play an important role in

production of well-formed sentences.

While it does not seem like monitoring and control play a crucial role in agrammatic production—

since most people with expressive agrammatism are aware of their errors online, and often make

correction attempts that still fail (Marshall and Tompkins, 1982)— the pattern of errors observed

paragrammatism in have been explained under some accounts as a breakdown in the efficacy of

some control module since the errors mirror those observed in healthy speakers, albeit appearing

with much greater frequency (Butterworth and Howard, 1987).

A piece of evidence in this debate regarding the role of monitoring and control is anosagnosia,

or the awareness of one’s own deficit (Razafimahatratra et al., 2023). While agrammatic speakers

tend to be aware of the errors they commit, it does not seem that all—if any—paragrammatic

speakers share this awareness (e.g., Maher et al., 1994), leading to claims that paragrammatism

critically involves a lack of awareness of the deficit (W. Matchin, personal communication, Dec. 1,

2023).

4.3 Accounting for these data

Pure lexicalist. Most proponents of the pure lexicalist account tend to subscribe to a very

“Broca’s area” view of the organization of syntax. As such, expressive agrammatism is caused by a

breakdown in the hierarchy building mechanism (e.g., Merge) that is couched in the inferior frontal

lobe (Grodzinsky et al., 2021). Another explanation calls back to the distinction between relational

processing and constituent assembly in sentence production: relational processing is housed in the

temporal lobe while constituent assembly is carried out by the inferior frontal lobe (Biran and

Friedmann, 2012). This camp contends that paragrammatism is caused by a breakdown in control

processes—rather than in linguistic knowledge or computation—citing evidence that individuals

with paragrammatic symptoms make qualitatively similar errors to healthy controls, only at a

much higher rate (Butterworth and Howard, 1987; Harley, 1990).
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Hierarchical–Linear. Under the Hierarchical–Linear account, agrammatism is caused by a

breakdown in the morphosyntactic linearization process. Under this account, there is no loss of

linguistic knowledge per se (Linebarger et al., 1983; Miceli et al., 1983), nor breakdown in hierarchi-

cal production ability, but rather a breakdown in translating a hierarchical structure into a linear

sequence of morphemes (Wang et al., 2014). The source of paragrammatism is more unclear. The

deficits observed in paragrammatic production could reasonably arise either due to a breakdown in

hierarchical syntactic knowledge, or a breakdown in forward modeling and monitoring.

Non-lexicalist. Under the non-lexicalist account, agrammatism is caused by a breakdown in

post-syntactic processes agrammatism is caused by a breakdown in post-syntactic and cognitive

control processes (Krauska and Lau, 2023). Paragrammatism, on the other hand, is caused by a

breakdown in syntactic processes, however the apparent fluency is accounted for by proposing that

post-syntactic phonological processes are functioning normally and therefore at least partially able

to hide/correct for the breakdowns in the structural phase.

Heuristic. Under the heuristic/usage-based account, agrammatism arises as a resource-rational

adaptation to difficulties in lexical access rather than a syntactic deficit (Fedorenko et al., 2023;

Faroqi-Shah, 2023). Indeed, analysis of data from agrammatic production shows a tradeoff between

syntactic complexity and lexical frequency/informativity (Rezaii et al., 2022, 2023), and strategies

have been shown to vary betweeen tasks (Sahraoui and Nespoulous, 2012). Paragrammatism, on

the other hand, results from actual loss of linguistic knowledge—the mapping between linguistic

forms and the associated meanings (Salis and Edwards, 2004; Fedorenko et al., 2023). It remains un-

clear, however, how a specific impairment to linguistic/grammatical knowledge could occur in only

some cases of brain damage if such knowledge and processing is distributed rather than localized.

Furthermore, it is possible, and even likely, that some of the behavior we observe in agrammatism

is attributable to economy of effort, but there is no possible economic reason for the emergence of

paragrammatism.

5 Gaps and a path forward

Because of the elusive nature of the language system—and of syntax in particular—current psycho-

and neurolinguistic methods used to target syntactic processing are confounded by demands on

other cognitive and linguistic systems. Such confounds include working memory demands (Badde-

ley et al., 2009), semantic composition (Malyutina and den Ouden, 2017; Siegelman et al., 2019;

Pylkkänen, 2020), and unnatural language conditions (Pylkkänen and Brennan, 2020). Another

persistent problem is that studies often address only comprehension under the assumption that

production employs the same mechanisms at a computational and neural level (Zaccarella et al.,

2017; Friederici, 2018). This raises two questions—one theoretical and the other methodological: 1)
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What is the relationship between sentence generation and sentence comprehension? and 2) What

sort of empirical data would inform our understanding of this relationship?

5.1 So what about comprehension?

Throughout this paper, I have done my best to ignore comprehension, but there are still theoretical

and empirical reasons to believe that sentence production and comprehension rely (at least in

part) on the same underlying mechanism(s) (Momma and Phillips, 2018; Matchin and Hickok,

2020). In order to fully characterize the sentence production system, it is crucial to understand

the relationship between expressive and receptive syntactic competence/deficits. So far, there

is mixed evidence about the relationship between expressive and receptive syntactic deficits. It

seems that presenting with expressive agrammmatic output does not seem to have a strong (if

any) relationship with receptive syntactic deficits (Goodglass and Mayer, 1958; Linebarger et al.,

1983; Matchin et al., 2023), although sentence comprehension deficits may still be attested due

to reduced working memory or cognitive capacity (Rogalsky et al., 2018). No parallel systematic

comparison of expressive and receptive syntactic deficits has so far been carried out while focusing

on paragrammatic rather than agrammatic deficits (Yeaton et al., 2023b), although some case

studies have been reported (Eling et al., 1987; Heeschen, 1985). Furthermore, some models of

the neurobiology of aphasia have perpetuated problematic notions about the nature of language

disorders, clumping gross patterns of expressive and receptive symptoms into “syndromes” that

often do not fit the patterns observed in patients (Marshall and Newcombe, 1988; Brownsett et al.,

2019; Landrigan et al., 2021). With regard to the role of control in sentence production, it remains

possible that some error monitoring could be carried out by a/the comprehension system rather than

a separate monitoring system built into the sentence generation process, assuming such separate

systems could exist. Such an investigation is critical in order to understand the distribution of

labor underlying syntactic processing.

5.2 What can we do about it?

In order to address these methodological, empirical, and theoretical gaps, more, higher quality and

greater depth data is needed. Existing datasets of people with aphasia often do not have tasks

assessing sentence comprehension, repetition, and production for the same participants. Further-

more, the tasks used to assess these different processes often use distinct items making it possible

that differences in performance on the different tasks could be an artifact of the items used, rather

than a dissociation between the syntactic abilities of the participants. On a more soapbox note,

it is important that the field moves away from talking about syntactic processing as a monolith,

assuming that the same processes are used in both expressive and receptive processes, until further

data can be brought to bear on the issue to either support or reject this long-held stance.
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6 Conclusions

In sum, the theoretical landscape regarding the hierarchical/structural level of sentence production

includes a few overlapping or comparable claims, but also some proposals which are mutually

exclusive. Some of these accounts present better parsimony with data from expressive syntactic

deficits than others, however much work remains to be done in characterizing the relationship

between the different levels of syntactic processing.
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